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*Subjects recruited using Amazon Mechanical Turk
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Stimuli & Category Structure

Example of Beetle with three core
features and beetle base
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*Brief exposure to stimuli (Observation Phase)

1. Statistical Exposure Task
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“* Left arrow = not identical
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Results: 2afc analysis
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For the ring conditions, RING SLEEP core knowledge is preserved while mod structure
accuracy decreased. This pattern is only observable in the RING SLEEP condition, not
in RING NO SLEEP. For mod conditions, MOD SLEEP core knowledge may be better
preserved than in MOD NO SLEEP condition.

Conclusion: category structures with clustering of features are more
readily learned than structures that lack clustering, but Sleep may

prioritize learning of core structural knowledge over peripheral features
in more challenging structures to learn.




