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Chromatin accessibility refers to the degree to which 
the DNA in a cell’s nucleus is accessible and open for 
various cellular processes, such as transcription and DNA 
replication.
    scBasset, a sequence-based convolutional neural 
network (CNN) model, aims to predict chromatin 
accessibility (a binary classification task) based on single-
cell ATAC-seq data. 
    In this study, we present a comprehensive evaluation and 
improvement of scBasset's performance and interpretability. 

INTRODUCTION

Exponential activation improves performance.

RESULTS

scBasset Architecture.
METHODS

Predictions have a much higher correlation than actual 
data,

CONCLUSIONS & FUTURE
• scBasset makes predictions by aggregating information 

across clusters; i.e., it does take the sample 
heterogeneity & advantages of single-cell data into 
account;

• The binary classification does not fully reflect the 
nature of chromatin accessibility

• To fully utilize the advantages of single-cell data, more 
consideration of 

• Future single-cell models should improve clustering 
capability
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Input length affects performance.

TF-MoDISco finds same motifs in different clusters.

(Yuan & Kelly, 2022)

Exponential activation.

Exponential

GeLU

TF-MoDISco.

Integrate saliency maps into motifs


