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• Dataset: 188 annotated social work notes pairs 
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This study aims to use large language models 
(LLMs) to extract social determinants of health 
(SDOH) from clinical notes. We hypothesized that 
with prompt engineering and fine-tuning, open-
source LLMs could improve their performance in 
the SDOH extraction task.

Introduction

SDOH extraction inference tasks:
• Note-level: Determine whether SDOH 

categories are present in each note
• Compared results of 0-shot learning 

prompts and 5-shot, as well as different 
formatting of prompts

• Span-level: Determine spans/phrases for 
SDOH events, triggers, and argument values
• 5-shot prompt with task outline, output 

format guidelines, and example input-
output pairs

• Modifications include additional span  
inputs and output format examples.
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Results

• Span-Level Evaluation: We used the BRAT 

scoring Python package, which considers 

the event types, triggers, argument values, 

and span index locations to generate the 

evaluation metrics (by comparing to the 

gold-standard from human annotation). 

• Data processing: 

• Cleaned inference output by removing 

output lines that don’t match the 

specified output format.

• Initially, evaluation scores were low due 

to LLMs outputting incorrect indices 

even though the spans they identified 

were correct.

• Index correction: Searched through the 

input file for each identified trigger span 

and replaced the index the LLMs 

outputted with the index of the closest 

trigger span in the input file. Greatly 

improved performance.

• Summary: Our best result for the note-

level task was from the Llama-3-70b model 

with an F1 score of 0.93, and our best 

result for the span-level task was from the 

index-corrected, finetuned Mixtral-8x7b 

model with an F1 score of 0.76.

Evaluation & Conclusion

• Social determinants of health (SDOH) are non-
medical factors that can have a significant 
impact on patient health outcomes (poverty, 
unemployment, substance abuse, etc.)
• Account for 80% of a patient’s overall health
• Knowing patients’ SDOH greatly improves 

risk predictions, but SDOH are only found in 
unstructured, narrative clinical notes.

• Why LLMs? Current state-of-the-art 
approaches include using the BERT model, but 
newer LLMs, with much higher number of 
parameters, have significantly out-performed 

BERT in text classification tasks.
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Supervised fine-tuning:
• LoRA fine-tuning for the span-level task 

with Llama-factory
• Fine-tuning dataset: MIMIC train set, 

combined with best span-level prompt for 
corresponding models

• Epochs: 30, Learning rate: 5 x 105

• Computing resources: 2 A100 GPUs
Evaluation Metrics: 
• Accuracy, Precision (positive predictions 

quality), Recall (sensitivity to positive 
instances), F1 Score (harmonic mean of 
precision and recall)
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Span-Level Task Evaluation Results Progression:

Key: NT=Number of Truths, NP=Number Predicted, TP=True Positives

Note-Level Task with Span-Level Prompts Evaluation Results:
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